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1. Introduction and Background

Hybrid recommendation systems are mix of single recommendation systems as sub-components.  This hybrid approach was introduced to cope with a problem of conventional recommendation systems.  Two main problems have been addressed by researchers in this field, cold-start problem and stability versus plasticity problem.  Cold-start problem occurs when learning based techniques like collaborative, content-based, and demographic recommendation algorithms are used.  Their learning stages are based on users’ information, in most cases a user has to input their ratings or preferences manually and therefore the collection of this kind of information is hard to be achieved.  Stability/plasticity problem means that it is sometimes hard to change established users’ profiles which have been established after a given period of time using the systems.  The former problem can be solved with the hybrid approach because different type of recommendation technique like knowledge based algorithm can be less affected by the problem.  One of the solutions for the latter problem is temporal discount, which make older ratings with less influence.
Therefore, various hybrid recommendation techniques have been introduced and tested.  Four major recommendation techniques constructing hybrids are collaborative filtering (CF), content-based (CN), demographic, and knowledge-based (KB).  Unlike the first three which make use of learning algorithms, KB exploits domain knowledge and makes inferences about users’ needs and preferences.  Hybrid recommendation systems can produce outputs which outperforms single component systems by combining these multiple techniques.  The most common hybridizing methodology is combining different techniques of different types, for example, mixing CN and CF.  However, it is also possible to mix different techniques of the same type, like naïve Bayes based CN plus kNN based CN.  Also, mixing same type of techniques with different datasets can be possible.
2. Taxonomy of Hybrid Recommendation Systems

Burke (2002) introduced taxonomy for the hybrid recommendation systems.  He classified them into seven categories, weighted, switching, mixed, feature combination, feature augmentation, cascade, and meta-level.
· Weighted hybrid – This hybrid combines scores from each component using linear formula.  Therefore, components must be able to produce its recommendation score which can be linearly combinable.  Also, the components have to be consistent relative accuracy across the product space and to perform uniformly.
· Switching hybrid – The issue of this hybrid is selecting one recommender among candidates.  This selection is made according to the situation it is experiencing.  The criterion for the selection like confidence value or external criteria should exist and the components might have different performance with different situations.  
· Mixed hybrid – This is a hybrid which is based on the merging and presentation of multiple ranked lists into one.  Each component of this hybrid should be able to produce recommendation lists with ranks and the core algorithm of mixed hybrid merges them into a single ranked list.  The issue here is how the new rank scores should be produced.  One simple example is simply adding each rank score like CF_rank (3) + CN_rank (2) ( Mixed_rank (5).
· Feature combination hybrid – There exist two very different recommendation components for this hybrid, contributing and actual recommender.  The actual recommender works with data modified by the contributing one.  The contributing one injects features of one source to the source of the other component.

· Feature augmentation hybrid – This is similar to the feature combination hybrids but different in that the contributor generates new features. It is more flexible and adds smaller dimension than feature combination method.
· Cascade hybrid – This one is a tie breaker.  The secondary recommender is just a tie breaker and does refinements.
· Meta-level hybrid – For this one, contributing and actual recommenders exist but the former one completely replaces the data for the latter one, not just part of it.
3. Hybrid System Experiments

Burke and his colleagues tried to compare the effectiveness and performance of this various types of hybrid recommendation systems.  They had implemented a recommendation system called Entrée, a restaurant recommendation system built upon the idea of case-based reasoning.  Entrée makes use of interactive critiquing dialogue between the system and the user who tries to find out appropriate restaurants.  This process is not like searches, which try to narrow by adding contents, but changing the focus in the feature space, more like browsing.  They also provide Entrée dataset which is also publicly available.  In this dataset, the dialogues represent positive or negative user ratings like entry and ending point is positive and the critiques are negative ratings.  Therefore, this dataset contains mostly negative ratings and the size of it is rather small, which can be regarded as shortcomings.
For the evaluation of the experiments, they used ARC (Average Rank of the Correct recommendations) and accuracy of retrieval.  These measures imply that an ideal system should recommend correct items with higher rank.  The whole dataset was divided into training and test set randomly and they were cross validated 5 fold.  Also, the sessions were classified into multiple profiles in their sizes.  Four hybrid algorithms, collaborative Pearson, collaborative heuristic, content-based, and knowledge based were tested.  Mixed hybrid and demographic recommendation were not tested due to the limitation of the dataset used.  
According to the experimental results, the hybrids showed dominance over basic recommendation systems.  This synergy was found under situations like with smaller session size, sparse recommendation density.  This result means that hybridization can conquer cold start problem which was innate for some basic recommendation systems.  Best hybrids were feature augmentation and cascade.  Feature augmentation allowed a contributing recommender to make positive impact without interfering with the performance of the better algorithm.  Cascade hybrids are rare in literatures but proved to be effective for combining recommender with different strengths.  Also, knowledge based technique turned out to be good for secondary or contributing components and can be combined numerously to build hybrids.  This study showed that different hybrid components have relative accuracy and consistency and their characteristics should be thoroughly considered in order to build effective hybrids.
4. Discussions

The hybrid recommendation approach is promising.  It can provide with a lot of synergies compared to simple basic recommendation algorithms.  The study of Burke (2005) showed this synergy.  Another studies (Middleton, S.E., Shadbolt, N.R., and De Roure D.C., 2003; Li, Q., and Kim, B.M., 2003; Melville, P., Mooney, R.J., and Nagarajan, R., 2002; Torres, R., McNee, S., Abel, M., Konstan J., and Riedl J.., 2004) also conducted hybrid recommendation experiments and proved the effectiveness improvement of hybrids.
Some follow up studies introduced made use of special features like geographic location information (Brunato, M., Battiti, R., Villani, A., and Delai, A., 2003) with previous Web site access information.  This study would not be an algorithmic hybrid type but could be classified as an example of different data type hybridization.  Burke’s taxonomy (Burke, R., 2005) for hybrids recommendation systems is widely accepted by researchers.  However, it is mainly focused on the way how different algorithms are basically combined but not very strongly emphasizes on how to combine the data and features which are rarely used.  A study on these features might be required.
As expected, the most frequently used recommendation algorithms in follow up studies were content-based and collaborative filtering recommendation algorithms and the feature augmentation hybrid strategy or its variants.  A lot of studies adopted them and they showed good results.  Following is a brief description about their strategies.
· A graph based recommender approach which combines content-based and collaborative approach (Huang, Z., et. al, 2002)

· Item Based Clustering Hybrid Method (ICHM) (Li, Q., and Kim, B.M., 2003)
· Content boosted collaborative filtering (Melville, P., et al, 2002)
· Content based filtering and collaborative filtering with dynamic user interface (Schafer, J., 2005)
This fact suggests that they can be regarded as one of the best alternatives for constructing a hybrid, especially as a starting point.  However, a relatively rare type of hybrid other than these was introduced, too.  The “mixed” type of hybrid in TechLens+ (Torres et al. 2004) also showed good results.  Therefore, care must be taken for choosing recommendation algorithms and hybridization technique according to the data source and situation.
Some studies introduced the user interface and visualization issues for recommendation systems (Middleton et al, 2003; Schafer, J., 2005).  They adopted a user profile visualizer and dynamic query interface.  This issue should be accepted seriously because in general hybrid systems work with vast amount of data with various types.  Therefore, visualization and user interface can play an important role for information presentation and user intervention in recommendation systems.
A study showed that clustering can be utilized for constructing hybrid systems, too (Li, Q., and Kim, B.M., 2003).  This example might suggest that it is very possible to see a lot more various hybrid recommendation strategies appear with various algorithms and various types of data.  Also, some studies introduced interesting aspects for recommendation systems other than fundamental algorithmic issues like trust aspect (O’ Donovan, J., and Smyth, B., 2005), which might be offering a new perspective to view the collaborative recommendation problem. 
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